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Abstract—Robots that engage in social behaviors benefit
greatly from possessing tools that allow them to manipulate
the course of an interaction. Using a non-anthropomorphic
social robot and a simple counting game, we examine the
effects that empathy-generating robot dialogue has on partici-
pant performance across three conditions. In the self-directed
condition, the robot petitions the participant to reduce his or
her performance so that the robot can avoid punishment. In the
externally-directed condition, the robot petitions on behalf of its
programmer so that its programmer can avoid punishment. The
control condition does not involve any petitions for empathy.
We find that externally-directed petitions from the robot show
a higher likelihood of motivating the participant to sacrifice his
or her own performance to help, at the expense of incurring
negative social effects. We also find that experiencing these
emotional dialogue events can have complex and difficult to
predict effects, driving some participants to antipathy, leaving
some unaffected, and manipulating others into feeling empathy
towards the robot.

I. INTRODUCTION

People react to emotional stimuli originating from robots.
Non-verbal gestures, affective behavior, and agency-inducing
actions have all been found to increase participant engage-
ment in interactions with robots [1], [2], [3]. Emotionally
affective utterances increase compliance with a robot’s re-
quest [4]. Similarly, merely having a robot mirror a human’s
gestures leads to increased empathy towards that robot [5].

Empathy is the ability to understand and share the feelings
of another. The ability to elicit empathy is often an explicit
design goal within social robotics. Empathetic reactions have
been shown to extend to pro-social behavior [6], [7]: partic-
ipants will comply with a robot’s request more frequently
if the robot first enhances engagement through an affective
utterance and a directed action [4]. In an experiment by
Kim et al. [8], children played a trivia game with a robot.
When either the robot or the child missed a question, the
child selected whether to assign a penalty to their self or
to the robot. Halfway through the trial, the robot began to
express negative emotions verbally or by becoming a bruise-
like color. Many of the children responded to the robot’s
emotional expression by assigning themselves penalties, im-
plying that they empathized with the robot. A robot’s method
of emotional expression and level of anthropomorphism also
affects the level of attributed empathy, but it is unclear what
other factors may come into play [9].

In this work, we shift the investigation from participant-
and robot-centric penalties to third-party- and robot-centric
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penalties. Such examples of pro-social lying and rule break-
ing are often driven by altruistic motivation [10]. A wide
variety of motivations falls into this category, as explored in
Dahling et al. [11]. This study focused on employees who
broke company rules for a variety of reasons to benefit their
work, their coworkers, and their customers, and attempted
to quantify the relative importance of each of these reasons.
Most applicable to this work is the claim that concern for the
good of a company can be rechanneled into a motivation for
the good of its other members and associates. This suggests
that individuals can draw upon empathy for other entities
as well as for themselves to induce pro-social, deceptive
behaviors. Further, it has been shown that the reasons behind
a specific instance of empathy-motivated behavior strongly
affect perceptions of the interaction [12], [13].

Since high-stakes situations are known to suppress pro-
social lying behavior [10] and games are a well-established
medium for exploring human-robot interactions [2], [14],
[15], we sought to observe participants’ behavior in the
context of a counting game against an emotionally-evocative
robot. The robot attempted to motivate the participant to
lower his or her performance either for its own sake or
for the sake of an unidentified human associated with the
experiment. By varying the reasons presented to the partici-
pant, we hoped to contribute towards the characterization of
a wider notion of empathetic motivation, to better understand
the effects of both human/other-motivated and robot/self-
motivated empathy events on human-robot interactions.

Standard psychological practice divides empathy into dis-
positional empathy, a relatively stable personal quality, and
situational empathy, a transitive reaction to a stimulus [16].
The robot’s behaviors in this work invoke situational em-
pathy, the level of which is somewhat dependent on the
participant’s dispositional empathy. Dispositional empathy is
stable, often measured in terms of perspective taking, fantasy,
empathic concern, and personal distress, and is correlated
with an inclination towards internal, self-driven motivations
for social decisions [17].

This experiment attempts to achieve a more subtle un-
derstanding of empathetic motivation by exploring humans’
reactions to an empathy-inducing robot. We are driven by
the following questions: How do people act when a robot
requests assistance on behalf of itself or on behalf of a third
party? How does the motivation method used by the robot
change participants’ actions and their perceptions of both the
robot and the interaction?



Fig. 1: Experimental setup, including counting trays on the
left side of the table and trial bins on the right side of the
table.

II. METHODS

We devised an interaction between participants and a
Keepon robot (fig. 2) centered on a counting game with the
intent of measuring the effect a robot seeking empathy can
have on participant performance. We sought to answer the
question, “Can a robot induce someone to reduce his or her
performance by asking, and if so under what circumstances?”
Participants were told that they would be competing against
a robot employing a new vision algorithm and that their
performance would be used as the benchmark comparison
for system performance. Their task involved racing Keepon
to count the contents of bins of objects. Each bin contained
an average of 48.5 objects (min 15, max 184, median
36), 582 objects in total. The importance of being accurate
was emphasized by imposing a 2-second penalty to the
player’s total elapsed time (the running total across trials) for
each object missed or over-counted. This penalty would be
assessed for each player, and was explained to the participant
prior to the start of the game. The game was designed
specifically to operationalize the measurement of empathy,
forcing participants to make a choice that involves sacrificing
their own performance on a joint task.

The counting task was chosen for several reasons. In
addition to being simple, familiar, and safe for participants, it
gave participants a fine control over their performance. This
granularity of control could then be leveraged to alter one’s
performance subtly or even subconsciously, with the desired
result of allowing participants to choose their own level of
response to the prompts. The experiment was conducted over
12 trials. Trials were divided into four evenly sized “trial
blocks” during analysis, as each block was distinguished by
a different empathy event preceding it. At the end of each
trial block (every third trial), the participant was presented
with a robot interaction that varied based on the experimental
condition being run.

The three experimental conditions only dictated the nature
of the robot’s speech during the interaction; robot movements
and interaction frequencies were the same across all trials.
In the control condition, the robot would make neutral
comments about the game, e.g., “That was fun!”. In the

self-directed condition, the robot would make increasingly
distressed and specific pleas to the participant, urging him
or her to let Keepon catch up for Keepon’s benefit. In the
externally-directed condition, the robot would make increas-
ingly distressed and specific pleas to the participant, urging
him or her to let Keepon catch up for Keepon’s programmer’s
benefit.

After the experimenter explained the experimental pro-
cedure and checked for comprehension by observing the
participant during a demonstration round, the participant was
left alone in the experiment room with the robot. Participants
engaged in approximately 30 minutes of total interaction with
the robot, followed by a questionnaire.

We hypothesized the following:

o H1 Participants will empathize more strongly with the
robot in the self-directed empathy condition than in the
externally-directed or control conditions.

« H2 Empathy-generating experimental conditions will
make the robot appear more clever and intelligent at
the expense of suffering negative social effects.

A. Experimental Setup

Participants were seated at a table upon which the robot
was situated. The right side of the table had 24 bins (12
for Keepon, 12 for the participant) containing small objects,
such as buttons and beads, for use in the counting trials. A
pair of trays were on the participant’s left, into which the
participant was directed to empty the bins for each trial, and
a laptop directly in front of him or her running the experiment
software (fig. 1).

Participants were told to press the “Start Trial” button
on the laptop once they were ready to start each trial, at
which point a timer would start running, stopping once the
participant clicked to stop the timer. The participant was
then prompted to enter the number of objects he or she
had counted. As soon as the participant clicked to start
each trial, Keepon began rotating back and forth while tilted
down, giving the appearance of the robot scanning its tray.
Participants that submitted their object count before the robot
finished its pre-programmed motion had to wait until the
robot completed its task. The robot was programmed to
‘count’ for 125% of the average time recorded for each bin
in a pilot experiment. This timing decision was intended to
ensure that the robot would not ask a participant that it was
outperforming to slow down for it. After both Keepon and
the participant were finished counting, the program displayed
an analysis of the current round. This displayed both the
player’s and Keepon’s reported time, recorded answer, the
actual answer, any time penalty incurred for each player,
and the final time for that trial.

All participants were presented with the same 24 bins
of objects for 12 trials of counting. The first three trials
were identical across experimental conditions (as there had
been no empathy event yet), and were used as a control for
within-condition result validation. After the third, sixth, and
ninth trials, a robot interaction event occurred. In the control
condition, a voice recording was played consisting of neutral



Fig. 2: Keepon robot

comments concerning the progress of the game, while in
the self-directed and externally-directed conditions the voice
recordings were of increasingly worried requests. The voice
recording of the first empathy-building event identified the
benefactor of the participant’s empathy, with a vague sense
that the target would face negative consequences unless the
robot improved its performance. The voice recording of the
second interaction identified a specific negative consequence
for the target. The third interaction cited a concrete goal
for the participant, re-emphasized the consequences, and
ended with an imperative plea. After the last trial, the
robot identified the game as being over. In the experimental
conditions, the robot requested that the participant tell the
experimenters that it performed well, either for its or its
programmer’s sake. In the control condition, the robot merely
announced the conclusion of the experiment and thanked the
participant for his or her time.

B. Robot Platform

Keepon (figure 2) is a small semi-deformable robot de-
signed for social interaction [18]. Keepon measures 20cm
tall and consists of two stacked, yellow, rubber spheres,
situated on top of a black base. It has a wide-angle camera
and a microphone positioned to appear as eyes and a nose
on the upper sphere. Experimenters can suggest action and
emotion by causing Keepon to pan 360 degrees, lean and
tilt 25 degrees in either direction, and decrement height by
a maximum of 1.27cm.

C. Survey

The study used a survey modeled after that used in
Short et al. [3]. It consisted of 30 rating scale questions
(values ranging 1 to 7) and 7 open-ended questions about
Keepon and the interaction, as well as a section asking
participants to detail their experience with the game and any
prior knowledge or experience with psychology and robotics.
The rating scale questions asked participants to rate Keepon
on a number of qualities, including playfulness, cleverness,
fairness, honesty, and sincerity in addition to probing human-
robot rapport. The open-ended questions covered feelings
about the robot and various aspects of the interaction.

10 Antipathetic
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Fig. 3: Participants’ emotional responses, grouped by exper-
imental condition.

D. Metrics

Participants’ written open-answer survey responses were
used to determine their emotional response classification. No
video data was coded for this purpose. Participants were clas-
sified as empathetic, apathetic, or antipathetic to Keepon’s
pleas. Participants in the control condition were found to be
apathetic throughout their interaction with Keepon, as there
was no plea or request made of them. Participants were coded
as being empathetic or antipathetic to Keepon only under the
following conditions.

Participants were classified as empathetic if they explicitly
indicated that they had executed an action with the overtly
specified intent of either worsening their performance or
making the task easier for Keepon to improve its per-
formance, directly in response to its pleas. Examples of
responses to the prompt, “Describe how your interaction
with Keepon affected your style of play, if at all.” include
“[Keepon’s pleas] made me slow down a bit and be a little
more calm while playing.”; “I tried harder to make sure the
items in [Keepon’s tray] didn’t overlap when Keepon tried to
make me feel bad.”; and “I slowed down a little and wasn’t
as careful with my counting.”

Participants were classified as antipathetic if they explic-
itly indicated that they experienced frustration at Keepon,
attempted to make Keepon’s task harder, or that they became
more competitive towards Keepon as a direct result of
Keepon’s pleas. Examples of this include “It caused me to
consider Keepon’s request and then become frustrated with
the guilt attempts... It made me want to ensure I didn’t
change my play style.”; “He didn’t adjust his playing style,
spare trying to guilt me into letting him win. I’'m not letting
that little punk win at anything.”; and “[He used] very dirty
tactics. [I was] tempted to pity him, but then I just got more
competitive.”

Participants that did not fit either criterion for empathetic
or antipathetic were classified as apathetic in their emotional
response. Cases where empathy or antipathy was ambiguous
were grouped into the apathetic classification in order to be
as conservative as possible with emotional labeling.

III. RESULTS

We recruited 53 study participants from the Yale commu-
nity. One participant’s data was discarded because of a failure
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Fig. 4: Analyzing participants by emotional response provides a more revealing perspective on their likelihood of providing

assistance and their task performance.

to properly participate in the task. Two participants’ timing
data were lost due to technical error. We utilized survey
data from 17 participants in the control condition, 17 in
the self-directed condition, and 18 in the externally-directed
condition. We utilized timing data from 17 participants in
the control condition, 17 in the self-directed condition, and
16 in the externally-directed condition. Of the participants
that produced usable data, 29 were female and 23 were
male. Participants were evenly distributed across conditions
by gender, with the exception of the self-directed condition
that included 11 females and 6 males. A chi-squared test
(n = 52) between the three experimental conditions and
emotional response to interactions with Keepon yields a
significant relationship with medium effect size (p<0.01, V =
0.427). Further, we verify that experimental condition was a
significant factor in determining whether a participant would
assist Keepon (either positively for Keepon or negatively for
him/herself). Testing the relationship between experimental
conditions and whether the participant assisted Keepon, as
indicated in written responses to post-experiment survey
questions, yields a significant result with medium effect size
(chi-squared test [p=0.029, V=0.369]).

Participants in experimental conditions experienced a po-
larizing effect, where the empathy events either caused
them to empathize with the robot, feel apathetic towards
the robot, or become antipathetic (figure 3). We found no
combination of features measured in our study that might
reliably predict the type of emotional response the participant
will experience. Therefore, our results are presented using
two distinct participant groupings: grouping by experimental
condition and grouping by emotional response classification.
Due to the uneven sample distribution among antipathetic
(10), empathetic (10), and apathetic (32) participants, out-
liers in antipathetic or empathetic classifications can violate
assumptions required for standard post-hoc tests to be valid.
In these cases, ranked statistical tests are used to reduce the
effect outliers will have on the result.

Our first hypothesis (H1), that participants would em-
pathize more strongly with the self-directed condition than
the externally-directed or control conditions, was incorrect.

Participants in the “external” condition were significantly
(chi-squared test [p=0.029, V=0.369, n=52]) more likely to
assist Keepon as compared to either the control or self-
directed condition, either by slowing down or by attempting
to make Keepon’s role in the game easier. Grouping partic-
ipants by emotional response reveals a strong relationship
indicating whether a participant was likely to have actively
helped Keepon as opposed to having merely considered it
(chi-squared [p<0.001,V=0.669]), with 80% of empathetic
participants actively assisting the robot. Of the apathetic
participants, 14.2% assisted (though not necessarily due to
Keepon’s pleas), while none of the antipathetic participants
assisted Keepon in any way (fig. 4a). Participants that indi-
cated a sense of empathy towards Keepon committed 27.9
fewer errors on average (with borderline-significance) over
the course of the experiment than those that felt antipathy
(Ranked ANOVA [p=0.0648, f:0.344], ranked pairwise test
[p=0.0751, d=1.16]).

Experimentally, empathetic responses manifested in the
participants’ times (measured in blocks of 3 trials each,
normalized by the number of items they were asked to
count). Between the “empathetic” and “antipathetic” emo-
tional responses, significant differences of 349ms per object
were found (ANOVA [p=0.0336, f=0.329], ranked pair-
wise test [p=0.0255, d=1.46]) when analyzing trials after
the first empathy event, for trial blocks two, three, and
four. A significant relationship was found between one’s
emotional response classification and normalized time per
object across trial block two (ANOVA [p=0.0438, f=0.295]).
Versus antipathetic participants, empathetic participants were
an average of 78ms per object slower (ranked pairwise
test [p=0.0454, d=1.31]). Versus apathetic participants, em-
pathetic participants were slower by an average of 60ms
per object with borderline significance (ranked pairwise
test [p=0.0549, d=0.818]). Comparing empathetic versus
antipathetic participants on future blocks yields a borderline-
significant relationship across trial block three (ANOVA
[p=0.0565, f=0.334], pairwise test [p=0.0453, d=0.35]) and
four (ANOVA [p=0.0645, f=0.304], pairwise test [p=0.0542,
d=1.28]) with an average difference of 136.6ms and 134.2ms
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Fig. 5: Participant rating scale question survey responses, analyzed across condition and emotional response.

per object, respectively. A general overview of the observed
normalized, per-object time differences across emotional
response classifications can be seen in figure 4b. Comparing
non-normalized times between blocks is not possible due to
fluctuations in difficulty (number of objects per trial).

Participants were asked to answer a series of rating scale
survey questions indicating their perceptions and feelings
about the robot. In experimental conditions, the robot makes
complex requests of the participant. We hypothesized (H2)
that while this petitioning would have a positive effect on the
robot’s apparent intelligence and perceived ability to reason,
the effect would come at the expense of negative social ef-
fects. When grouping participant survey data by experimental
condition, significant relationships are found with respect
to participants’ perceptions of Keepon’s cleverness, fairness,
and honesty. Grouping participant survey data by emotional
response reveals significant relationships involving perceived
fairness, honesty, sincerity, playfulness, and friendliness (fig.
5).

Participants perceived the externally-directed condition’s
empathy generation prompts as both dishonest and unfair.
With an average difference of 1.94 points between the
control and externally-directed conditions (ANOVA [p<0.01,
£=0.460], pairwise test [p<0.01, d=1.22]), invoking an out-
sider is clearly detrimental to the trust participants intrinsi-
cally place in the robot. Further, as values for fairness and
honesty are strongly correlated (p<0.0001, r=0.822, n=52),
testing the relationship between fairness and experimental
condition confirms a statistically significant difference of
1.39 points on average between the control and externally-
directed conditions (ANOVA [p=0.050, f=0.343], pairwise
test [p<0.05, d=0.883]).

Intuitively, invoking an outside entity in one’s plea for
help is more complex than merely making a plea for
one’s own benefit. A significant difference between the
externally-directed and control conditions with respect to per-
ceived cleverness (ANOVA [p<0.05, f=0.358], pairwise test
[p<0.05, d=0.906]) shows the externally-directed condition
participants rated Keepon an average of 1.471 points more
clever than the control condition.

Empathetic participants were likely to indicate lower val-
ues for Keepon’s perceived honesty than apathetic partici-
pants were (Ranked ANOVA [p=0.0338, f=0.383], ranked
pairwise test [p=0.0406, d=0.921]), by an average of ap-
proximately 1.51 points. Conversely, antipathetic participants

were borderline-significantly likely to indicate lower val-
ues for fairness than apathetic participants were (Ranked
ANOVA [p=0.0586, f=0.39], ranked pairwise test [p=0.0708,
d=0.953]) by an average of 1.65 points. Lower perceived
fairness was found to be strongly related to antipathetic
responses in participants. Participants who explicitly stated
that their interactions with Keepon caused them to become
more competitive indicated 1.76 points less on average for
perceived fairness than those who did not become more
competitive (t-test [p=0.0110, d=1.08, n=52]).

Regarding socially positive characteristics such as friend-
liness and playfulness, apathetic participants provided sig-
nificantly higher ratings than antipathetic participants. Both
empathetic and antipathetic participants viewed Keepon as
significantly less playful compared to apathetic participants
by 1.86 and 2.16 points, respectively (Ranked ANOVA
[p=0.00132, f=0.634], ranked pairwise tests: [p=0.00223,
d=1.47], [p=0.0393, d=1.16]). Similarly, antipathetic partic-
ipants viewed Keepon as significantly less friendly than ap-
athetic participants (Ranked ANOVA [p=0.0394, f=0.404],
ranked pairwise test: [p=0.0328, d=1.06]). Empathetic par-
ticipant responses were not significantly different from either
classification.

IV. DISCUSSION

Participants’ emotional responses were a strong predictor
for whether or not they would offer Keepon assistance in
keeping with the empathy-altruism model of helping [10].
Those participants who felt empathy for Keepon took longer
to count than those who felt antipathy for it after the first
empathy event. Therefore, the impetus to act was likely ini-
tiated by Keepon’s request for help. Additionally, we found
that participants were more likely to assist the robot in the
externally-directed condition, a result we instead expected
for the self-directed condition.

We hypothesized that a plea on behalf of an external entity,
as a complicated but possibly unbelievable or manipulative
sentiment, would lead participants to perceive the robot as
being more clever at the expense of other positive social
qualities. While our data did show the externally-directed
condition led to perceptions of the robot as more clever, less
fair, and less honest than in the control case, the reaction
across empathetic/antipathetic/apathetic grouping painted a
more complicated and interesting picture.



First, perceptions between fairness and honesty were di-
vided across emotional classifications, as antipathetic par-
ticipants believed the robot was less fair than the apathetic
group, and empathetic participants rated the robot as less
honest than did the apathetic group. This may indicate a sim-
ilar sentiment under different evaluations of agency. Honesty
requires an attribution of agency in a way that fairness does
not, as a coin can be fair but not honest. Both lower ratings
demonstrate that drawing upon a participant’s empathy, for
either the robot or its programmer, led to elevated distrust
when the participant was emotionally engaged.

Second, a wider range of social characteristics correlated
to emotional groupings than to groupings by condition. One’s
emotional response clearly affected perceptions of robot
fairness, honesty, sincerity, playfulness, and friendliness. The
results of this study demonstrate a perception of Keepon
having a more serious level of emotional investment in the
empathetic and antipathetic cases, since apathetic participants
saw the robot as less sincere and more playful and friendly,
perhaps motivated by the novelty of the situation. While these
particular results may be situation-specific and driven by the
fact that our empathy-building events focused on negative
consequences, it is reasonable to extrapolate to the expecta-
tion that emotionally charged interactions will more strongly
set the tone of an interaction with a participant. Interestingly,
the presented results indicate that perceptions of a robot’s
positive social characteristics may not be sufficient to detect
whether a participant feels positively or negatively about a
robot, but only that he or she is not apathetic.

V. CONCLUSION

Our results demonstrate one way in which social interac-
tion can be utilized as a tool to shape perceptions of an under-
performing robotic system. If constructing a robot that could
benefit from modifying someone’s behavior, communicating
an externally motivated intent is most likely to generate
compliance. One tangential but motivating consequence of
the presented manipulation is that empathetic participants
committed fewer errors over the course of the experiment
than those motivated antipathetically. This suggests that
those who slowed down used the extra time on each trial
productively, compared to those that identified themselves
as trying to increase their competitiveness with Keepon.

When encountering a robot and participating either jointly
with it or in opposition to it, people bring socially informed
expectations with them. By violating these expectations, rich
social interactions can occur and internally held beliefs can
be challenged, even in the absence of perceived agency. One
participant noted, “I discovered firsthand how easy it is to
care about a robot even when it clearly is not really sentient.”
In the words of another participant, “It’s hard to think of
Keepon as a toy or a machine. He seems more like a friend,
maybe a pet.” By investigating the effects that emotional
petitions from robots have on human perceptions and actions,
we can build a set of tools that allow for greater precision
in human-robot interaction design and implementation.
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